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Best approximation in C( X) by elements of a Chebyshev suhspace is governed hy
Haar's theorem, the de la Vallee Poussin estimates, the alternation theorem, the
Remez algorithm, and Mairhuber's theorem. J. Blatter (1990, J. Approx. Theory 61,
194-221) considered hest approximation in C(X) by elements of a suhspace whose
metric projection has a unique continuous selection and extended Haar's theorem
and Mairhuber's theorem to this situation. In the present paper we so extend the
de la Vallee Poussin estimates, the alternation theorem, and the Remez algorithm.
© 1991 Academic Press, Inc.

INTRODUCTION

Throughout this paper we deal with best approximation of elements of
the space C(X) of all continuous real-valued functions on a compact
Hausdorff topological space X in the uniform norm

Ilfll = sup{ If(x)1 : x EX}, fE C(X),

by elements of a vector subspace G of finite dimension n ~ 1. For f EO C( Xl,
the distance off to G is the non-negative real number

d(f)=inf{lIf-gll: gEG},
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and the set of best approximations of f in G is the non-empty compact
convex subset

P(f)= {gEG: Ilf-gil =d(f)}

of G. The (set-valued) metric projection of (C(X) onto) G is the mapping
P of C(X) into the power set of G which maps fE C(X) onto P(f), and a
continuous selection of the· metric projection of G is a continuous mapping
S of C(X) into G with the property that SfE P(f) for every fE C(X).

G is called a Chebyshev subspace of C(X) if every fE C(X) has a unique
best approximation in G; it is part of the folklore of the subject that in this
case the metric projection of G, considered as a mapping of C(X) into G,
is continuous. A. Haar [6J gave the following intrinsic description of
suchG.

HAAR'S THEOREM. G is a Chebyshev subspace of C(X) iff any non-zero
function in G has at most n - 1 distinct zeros.

Best approximation in C(X) by elements of a Chebyshev subspace Gis
governed by Haar's theorem, the de la VaIU~e Poussin estimates, the alter
nation theorem, the Remez algorithm, and Mairhuber's theorem. 1. Blatter
[1 J considered best approximation in C(X) by elements of a subspace G
whose metric projection has a unique continuous selection and showed that
Haar's theorem has the following extension to this situation.

BLATTER'S THEOREM. The metric projection of G has a unique continuous
selection iff

(1) any non-zero function in G has at most n distinct zeros;

(2) for any 1~ m ~ n distinct isolated points Xl' ... , X m of X,

dim{gEG:g(xd='" =g(xm)=O}~n-m;and

(3) for any n distinct points Xl' ... , X n of X and any n signs Sl, ... , Sn in
{~ 1, 1}, there exists a non-zero function g in G with the property that for
each i= 1, ..., n the function s;g is non-negative in a neighborhood ofx;.

In the same paper Blatter also extended Mairhuber's theorem to the new
situation. In the present paper we so extend the de la Vallee Poussin
estimates, the alternation theorem, and the Remez algorithm. This is done
in Sections 2 and 3.

G is called an almost Chebyshev subspace of C(X) (A. L. Garkavi [4]) if
the set of functions in C(X) which do not have a unique best approxima
tion in G is of the first category in C(X). A. L. Garkavi [4; Theorem I, and
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last paragraph on p. 186 of the English translation] gave the following
intrinsic description of such G.

GARKAVI'S THEOREM. G is an almost Chebyshev subspace of C(X).ijJfor
any non-zero function g E G, card int Z(g) ~ n - 1 (card = cardinal number
of, int = interior of, Z(g) = the zero set of g) and for any 1~ m ~ n - 1
distinct isolated points Xl> ... , X m of X,

dim{gEG:g(xd='" =g(xm)=O}~n-m.

Garkavi's theorem shows that in the presence of condition (1) in
Blatter's theorem, condition (2) is equivalent to the condition that G be an
almost Chebyshev subspace of C(X). Thus, if we agree to call G a weakly
interpolating subspace of C(X) (F. Deutsch and G. Niirnberger [3]) if G
satisfies condition (3), we may restate Blatter's theorem in the following
slightly redundant form.

The metric projection of G has a unique continuous selection iff G is a
weakly interpolating almost Chebyshev subspace of C(X) with the property
that card Z(g) ~ n for every g EG~ {O}.

In Section 1 of the present paper we show that a weakly interpolating
almost Chebyshev subspace G of C(X) is a natural habitat for
"a-alternators." These "a-alternators" are the key to the results in Sections 2
and 3.

In order to render this paper reasonably self-contained without cluttering
it up, we found it convenient to gather some simple but not quite obvious
results of a rather general nature which we use frequently, in an appendix.

1. a-ALTERNATORS DEFINED

In the sequel we assume that gI' ... , gn is. a fixed basis for G. We define
a function v: X ~ Rn by

XEX,

set

LIn = {(XI' ..., x n)Exn : two of the Xi coincide},

define a function D: xn ~ LI n~ R by

D(p) = det(vexd, ..., v(xn )),

and note that a change of the basis gI' ... , gn for G amounts to multiplica
tion of D by a non-zero constant.
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We adopt the following notation: For a non-empty closed subset Y of X
and for fE C(X), the norm on Y offis

IIf11y=sup{lf(x)1 :XE Y},

the distance on Y off to G is

dy(f) = inf{ Ilf- gil y: g E G},

and the set of best approximations on Y offin G is

Py(f) = {gE G: Ilf- gil y= dy(f)}.

LEMMA 1. These conditions on G are equivalent.

(a) G is an almost Chebyshev subspace of C(X).

(b) For any gEG~{O}, cardintZ(g)~n-l, and for any
1~ m ~ n - 1 distinct isolated points Xl' ... , Xm ofX,

dim{gE G: g(xd = ... =g(xm ) =O} ~n-m.

(b ' ) For any gEG~ {O},

card int Z(g) ~n -dim{h EG: h = 0 on int Z(g)}.

(c) The set {PEX"~L1n :D(p)#O} is dense in X"~L1n'

(c ' ) For any N?; n distinct points Xl' ... , XN of X and any disjoint
neighbourhoods Ui of the Xi there exist points Yi E Ui' i = 1, ..., N, such that
D(y ij' , y J # 0 for any n distinct indices 1 ~ i1, ... , in ~ N; in other words,
G I {y 1, , YN} (I = restricted to) is n-dimensional and satisfies the Haar
condition.

(e") For any member U of the uniformity 111I of X (for all uniform
notions employed, refer to the uniformity of X in the Appendix) there exists
a finite U-net Y in X with the property that GIY is n-dimensional and
satisfies the Haar condition.

Proof The equivalence of (a) and (b) is, of course, Garkavi's theorem,
the equivalence of (b) and (b' ) was observed in J. Blatter [1], and that (b)
implies (c) was stated without proof in A. L. Garkavi [4]; for a proof see
J. Blatter [1].

(c) = (c ' ). Suppose (c) holds and suppose we are given N?; n distinct
points Xl' ... , XN of X and disjoint open neighbourhoods Ui of the Xi' We
may and shall suppose that N?; n + 1.

Let

{I, ...,n! (~}~ {(il' ..., in): 1~ i l , ..., in ~N distinct}
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be any bijection, and suppose for a moment that for each k = 1, ..., n!(~) we
have constructed non-empty open subsets VI,k, ..., VN,k of VI' ... , V N'
respectively, with the property that

if 1~ I~ k ~ n! (J with, say, <p(l) = (iI, ... , in), then D(Yij' ..., yd # 0

It is clear then that any points

i= 1, ..., N,

have the required property. We now construct the V1,b ..., VN,k by induc
tion over k.

Let <pC 1) = (JI' ..., jn)' By (c) and by the continuity of D, there exist non
empty open subsets Vjj, I, ... , Vjn,l of Vjl , ..., Vjn , respectively, such that

Set Vj, I = Vj for all j E {1, ..., N} '" {j l' ... , j n }.

Now suppose we have constructed V1,k, ..., VN.k with the property (*) for
some 1~k<n!(~). Let <p(k+1)=UI, ...,jn)' Again by (c) and by the
continuity of D there exist non-empty open subsets Vil,k+ I' ... , Vin,k+ 1 of
Vil,b ..., Vjn,k' respectively, such that

Set Vj,k+ 1= Vj,k for all j E {l, ..., N} "" {jl' ..., jn}'

(c') => (c lf
). Suppose (c') holds and suppose that V E tft. There exists

a symmetric VEtft such that Va V= {(x, y): (x, Z), (z, Y)E V for some
z} c V and there exists a finite V-net {Xl> ..., XN} in X. We may and shall
suppose that N);n. By (c /) there exist distinct points YiE V[xJ, i= 1, ..., N,
such that G I {y l> ... , YN} is n-dimensional and satisfies the Haar condition.
Now let XEX. Since {Xl> ..., x N} is a V-net, XE V[xJ for some i. Since V
is symmetric and V 0 V c V, X E V[yJ. Thus {y l> ... , YN} is a V-net. Set
y= {Yl' ..., YN}'

(c lf
) => (a). Suppose (c lf

) holds and suppose that IE C(X) '" G. There
exists a sequence {UkhEN in tft such that

By (c lf
), for every kEN there exists a finite Uk-net Yk in X such that G IY k

is n-dimensional and satisfies the Haar condition. Set P Yk(f) = {hk } for
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every kEN. By the first discretization lemma in the Appendix, the sequence
{dyk(f)hEN converges to d(f) and the sequence {hdkEN has a sub
sequence {hk/ltE N which converges to some hE P(f). For every lEN, set

( v, /\ = sup, inf).

The sequence {flltEN converges to f and, since Ilfl-hd =dyk/(f),
P(fl) = {hkJ for every lEN.

We have shown that the set of functions in C(X) which have a unique
best approximation in G is dense in C(X), and this (see J. Blatter [1J) is
enough for G to be an almost Chebyshev subspace of C(X).

LEMMA 2. If G is an almost Chebyshev subspace of C(X) then for any n
disjoint non-empty open subsets VI> ..., V n of X the following two conditions
are equivalent.

(a) There exists a sign s E { - 1, 1} such that

sD(p) ~ 0
n

for all p E f1 Vi'
i~l

(b) Given N~n+1 distinct points x l , ...,XN EU7=1 Vi with the
property that D(xil' ..., Xl.) =1= 0 for some 1 :( ii, ... , in :( N, and given non-zero
real numbers lXI' ... , IX N with the property that sgn IX i = sgn rtj (sgn = sign of)
whenever Xi ant! xj belong to the same V k> there exists agE G such that
L~l IXig(X;) =1=0.

Proof (a) => (b ). Suppose (a) holds and (b) does not. Then there exist
N ~ n + 1 distinct points x I' ... , X N E U7~ I Vi with the property that
D(Xi1, ... ,Xin)=I=O for some 1:(il , ...,in :(N, and there exist non-zero real
numbers rt l , ... , rt N with the property that sgn rt i = sgn IXj whenever Xi and xj

belong to the same V k> such that L ~= I rt i g(Xi) = 0 for all g E G.
Set 1= {i E {1, ..., n} : xj E Vi for some j E {1, ..., N} }, set m = card I, and

if m < n choose for each i E {1, ..., n} "" I an arbitrary point Yi E Vi'
Set J i = {j E {1, ..., N} : xj E V;} for every i E I, and use the second fact

about Rn in the Appendix (L~~ I Irtil (sgn rtiv(x;)) = O!) and the implication
"(a) => (c')" in Lemma 1 to obtain distinct points xt, i E {1, ..., N}, and yt,
i E {1, ... , n} "" I, of X and non-zero real numbers rtr, ..., rt:t such that

• if i E I and j E J i then xf E Vi and sign rtf = sign IXj ;

• L~~l rttv(X;*) =0;
• ifiE{1, ...,n}""IthenytEVi; and

• D(p) =1= 0 for any point p E xn "" L1 n with coordinates only among
the xt and yt.
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For every (ju ...,im)ETIidJi letp(Jj,',Jm) be the point of X"~Lin whose
ith coordinate is

if i E I and ikE J i
if i E {l, ..., n} ~ I.

For every i E {I, ..., n} set

if i E I

if i E {I, ..., n} ~ I

and for every i E I let Si be the common sign of the (j./, i E J i.
The identity ,

L: laj~ ... aJ~1 sD(P(JI" ... Jm))=SI"·Smsdet(VI> ... , vn)
(JI, ""Jm) E ITicIJ,

is now obvious. By (a) and by the construction of the x7, y7, and a7, an
the terms of the sum on the left are positive. Since LiEf Vi = 0, the.determi
nant on the right is zero. We have reached a contradiction.

(b) => (a). Suppose (b) holds. By the implication "(a) => (c)" in
Lemma 1 there exists a point P = (XI' ..., xn) E TI7~ 1 Ui such that D(p) 7'= O.
Set s = sgn D(p). Since D is continuous there exist open neighborhoods
VI, ..., Vn of Xu .•. , X n, respectively, such that Vi c UJor all i and sD(q) > 0
for all q E TI7= I Vi' We show by induction over k = 0, ..., n that

sD(q) > 0 whenever q = (YI> ... , Yn) E X" ~ Lin is such that

Yi E Ui if 1~ i ~ k and Yi E Vi if k + 1~ i ~ n.

By our choice of the Vi' (*) holds for k = O. Suppose then that (*) holds
for some 0 ~ k < n and suppose that sD(q) < 0 for some
q=(YI, ...,Yn)EX"~Lin such that YiEUi if l~i~k+l and YiEVi if
k + 2~ i ~ n. By our hypotheses, Yk+ 1 E Uk+1 ~ cl Vk+I (cl = closure of).
Choose Yn + 1 E Vk + I and use the continuity of D and the implication
"(a) => (c')" in Lemma 1 to obtain ZI' ... , Zn + I E X such that

• ZiEUi if l~i~k, zk+IEUk+l~cl Vk+l , ZiEVi if k+2~i~n
and Zn+1 E Vk+l ;

• D(ZI, ...,;;' ..., Zn + d 7'= 0 for i = 1, ..., n ( ~= omit what is underit);
and

• sD(zI, ... , Zn) < O.

Obviously, there exist al> ..., an + 1 ER not all zero such that
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'.I.7::: 11 CX;v(Z;) =0. By the third fact about Rn in the Appendix, there exists
ayE R ~ {O} such that

for i = 1, ..., n + 1.

Thus, all of the CX i are different from zero. Since sD(zu ..., zn) < 0,

sgn CXn+1= sgn y( -It+ 1sgn D(Z1' ..., Zn) = sgn y( -Its,

and since, by the induction hypothesis, sD(z1, ..., Zb Zn+l' Zk+2, ... , Zn) > 0,

k+1 ~ )sgncxk+1=sgny(-I) sgnD(Z1,,,,,Zk+U,,,,Zn+1

= sgn y( _1)k+ 1 (_l)n+k+ 1D(zu ..., Zb Zn+ 1, Zk+2' ..., Zn)

= sgn y( -1 t s.

Thus, sgncxn+1=sgncxk+1' This contradicts (b), whence (*) holds for
k = n, and this is just (a).

COROLLARY. G is a weakly interpolating almost Chebyshev subspace of
C(X) iff xn ~ An is the disjoint union of the closures (in xn ~ An!) of the sets

pos(D) = {PExn~An: D(p»O} and

neg(D) = {p Exn ~ An: D(p) < O},

in symbols,

xn ~ An = cl pos(D) (; cl neg(D).

Proof Fix any n disjoint non-empty open subsets Uu ..., Un of X. By
the first fact about Rn in the Appendix, condition (b) in Lemma 2 is
equivalent to the condition

for any n signs S1' ..., Sn E {-1,1}.

Now fix S1' ..., Sn E { -1, I}. By your favourite separation theorem,

iff there exists aCE R n ~ {O}

n

suchthat(c,a)~O for all aE U s;v[U;] (·,·)=scalarproduct).
;= 1
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(c, a) ~O
n

for all aE USiV[U;]
i=l

for all i= 1, ... , n and all XEUi .

The Corollary now follows from Lemmas 1 and 2.

DEFINITION. Suppose that G is a weakly interpolating almost
Chebyshev subspace of C(X).

Appealing to the Corollary, we define a sign function

for the function D by

a(p) = {~1

We set

if pEclpos(D),
if p e cl neg(D),

An+! = {(XI' ..., Xn+1) E xn+ 1 : two of the Xi coincide},

define a reference in X to be any point of xn + I "" An + I' and set, for any
reference R = (XI' ..., Xn+I) in X,

/'..

DR,i=D(xl , ••• , Xi' ..., xn+J
/'..

O'R,i = O'(Xj, ..., Xi' ..., Xn+J
for i = 1, ..., n + 1.

for i = 1, .,', n + 1

For a functionfe C(X) "" G, a O'-alternator offin G is a function ge G with
the property that for some reference R = (x I' ..., X n + 1) in X and for some
sign SE {-1, 1},

(f- g)(x;) = s( -1)iO'R,i Ilf-gil

(see M. Sommer [10, 11]).

We note that the concept of a O'-alternator is independent of the par
ticular basis for G used in its definition (see the note on D at the beginning
of this section) and also that it is permutation invariant as it should be: If
R =(xI' ... , Xn + d is a reference in X, if n is an element of the permutation
group of order n + 1, and if R" is the permuted reference (x,,(l)' ..., X,,(n+ I)),
then, representing n as a product of transpositions and. using induction
over the number of transpositions, one easily sees that

for i= 1, ..., n+ 1.
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Remarks. 1. We note that our proof of "(b) =:> (c) =:> (c') =:> (c") =:> (a)"
in Lemma 1 is a new proof for the difficult half of Garkavi's theorem.

2. The condition (c") in Lemma 1 should be contrasted with the
following

EXAMPLE. Let rx be an ordinal such that

(= projection onto the first factor),

and set G = span{gl> gz}. Then G is a 2-dimensional almost Chebyshev
subspace of C(X) which on no dense subset of X is 2-dimensional and
satisfies the Haar condition.

Proof By Garkavi's theorem, G is a 2-dimensional almost Chebyshev
subspace of C(X). Now suppose that G is 2-dimensional and satisfies the
Haar condition on some subset Y of X. It is clear from the definition of G
that card Y ~ 2No and this implies that Y is not dense in X: Were Y dense
in X, then (see, e.g. L. Gillman and M. Jerison [5; 9A])

and therefore

Net < 2N• = 2No · N. = (2 NO )N. = card X ~2ZCardY ~ 2 Z2KO
,

contrary to our choice of rx.

3. In the light of the equivalence "(a)~ (c)" in Lemma 1, the
Corollary suggests the question if the condition that G be a weakly inter
polating subspace of C(X) is equivalent to the condition that
cl pos(D) n cl neg(D) = f/J. The answer to this question is "no," as the
following example of F. Deutsch and G. Nurnberger [3] shows: Set
X= [-2,2], define gl' gzEC(X) by

for -2~x~O,

for O~x~2,
gz(x) = 1-lxl for Ixl ~ 2,

and set G = span{g1, gz}. Then G is a 2-dimensional weakly interpolating
subspace of C(X), but ( -1, 1) E cl pos(D) n cl neg(D).

W. Li [9] showed that both the condition that G be a weakly inter
polating subspace of C(X) and the condition that cl pos(D)ncl neg(D)=f/J
are satisfied whenever the metric projection of G has a continuous selection.
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2. EXISTENCE AND UNICITY OF a-ALTERNATORS;

UNIQUE a-ALTERNATORS = UNIQUE CONTINUOUS SELECTIONS
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For this section we assume that G is a weakly interpolating almost
Chebyshev subspace of C(X).

An admissible reference in X is a reference R = (x l' ..., X n + 1) in X with
the property that dim(GI{x 1> .•. , X n + d) = n; another way of saying this is
that the vectors v(x d, ..., v(xn + d span R n

, or then that at least one of the
determinants D R,l, ... , D R,n + 1 is different from zero. By the implication
"(a) => (c')" in Lemma 1, the set of admissible references in X is dense in
the set xn + 1 ~ L1 n + 1 of all references in X, and by the equivalence
"(a) <:> (b)" in the fact from linear algebra in the Appendix, every reference
in X is admissible iff card Z(g) ~ n for all g E G~ {O}.

For an admissible reference R = (x1, ..., X n + 1) in X, we set

for i=l, ...,n+l;

by the third fact about Rn in the Appendix, the numbers PR,i are charac
terized by the equations

n+1

I f1R,i V (X;) = 0
i~l

and
n+1

L: (- 1hIR, i f1 R, i = 1.
i~l

We adopt the following notation: For a non-empty closed subset Y of X,
a reference in Y is a reference in X whose points all belong to Y, and for
fE C(X) and a non-empty closed subset Y of X such that d y(f) > 0, a
a-alternator on Y off in G is a function g E G with the property that for
some reference R = (Y1, ..., Yn + d in Yand for some sign s E { -1, I},

for i = 1, ..., n + 1.

THE DE LA VALLEE POUSSIN ESTIMATES. 1. For any g E G, any reference
R = (x l' ... , X n + 1) in X, and any sign s E { -1, I},

inf{s( -l)iaR,ig(X;) : i= 1, ..., n + I} ~O.

2. If f E C(X) and g E G are such that

i= 1, ..., n + 1,

for some reference R = (Xl' ..., X n + 1) in X and for some sign s E { -1, I},
then

dR(f)~inf{I(f-g)(x;)l: i= 1, ..., n+ 1}
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(the notation "dR(f)" is slightly abusive!), and

sup{s( -1hTR,i(f- h)(x;): i= 1, ..., n + 1} >0 for all hE G.

3. IffE C(X), if Y is a non-empty closed subset of X with the property
that d y(f) > 0, and if g is a (J-alternator on Y off in G, then g is a best
approximation on Y offin G.

Proof 1. Suppose that g EGis such that

i= 1, .", n+ 1,

for some reference R = (XI' "., X n + I) in X and some sign s E { -1,1}. Then,
by the continuity of g, by the implication "(a) = (c')" in Lemma 1, and by
the Corollary, there exists an admissible reference R* = (xt, "., x:+ d in X
such that

s( -1 )i(JR-,i g(xi) > 0,

and it follows that

i = 1, "., n + 1,

n+1 n+1

0= L f.lR-,ig(Xi)=S L If.lR-,illg(xi)l,
i~1 i= I

a contradiction.

2. Let f, g, R, and s be as specified, and suppose first that

dR(f)<d=inf{I(f-g)(x;)1 : i= 1, "., n+ 1}.

Then there is an hE G such that Ilf- h II R < d, and it follows that

s( -1 )i(JR,lh - g)(xi) = s( -1 r(JR,i(f- g)(x;)

- s( -1)i(JR,lf- h)(x;) >°
for i = 1, .", n + 1,

a contradiction to 1. Now suppose that for some hE G

for i = 1, .", n + 1.

Then we again have (* }-although for different reasons- and (*) still
contradicts 1.

3. Let f, Y, and g be as specified, say,

i = 1, "., n + 1,

for some reference R = (YI' "., Yn + I) in Yand for some sign s E { -1, 1}.
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Then, by 2,

Ilf- gil y~ dy(f) ~ dR(f)

~ inf{ l(f- g)(yJI : i 1, ..., n + 1} = Ilf- gil y,

whence g E P y(f).

THEOREM. 1. Every function in C(X) '" G has a ry-alternator in G.

2. Every function in C(X) '" G has a unique u-alternator in G ijf any
non-zero function in G has at most n distinct zeros.

3. If every function f E C(X) '" G has a unique (J-alternator g, in
then the mapping S: C(X) -+ G defined by

Sf={gj. f
if
if

C(X) '" G

G

is a continuous selection of the metric projection of G.

Proof 1. Fix f E C(X) '" G.
There exists a sequence {Ud kEN in dl! such that

By the implication "(a) ==> (cIT in Lemma 1, for every kEN there exists a
finite Uk-net Yk in X such that G IYk is n-dimensional and satisfies the
Haarcondition. Set P Yk(f) = {hk } for every kEN.

S. I. Zuhovitzky [12] proved (the unordered alternation theorem for
approximation by Chebyshev subspaces) that for each kEN there exist a
reference Rk =(Yl,k' ..., Yn+l,k) in Yk and a sign SkE {~1, I} such that

for i=l, ...,n+L

By the first discretization lemma in the Appendix, the sequence
{dyk(f)hEN converges to d(f) and the sequence {hkheN is abounded
sequence all of whose cluster points lie in P(f). Let h be one of these
cluster points. There exists a subnet{hdIe L of the sequence {hkhe N which
converges to h and for which

• for each i = 1, ..., n + 1, there exists a point YI E X such that
limlEL Yi.kl=Yi;

• for each i = 1, ..., n + 1, there exists a sign s; E { -1, I} such that
(J Rkl,i s; for alII E L; and

• there exists a sign s E { -1, I} such that Ski = S for all IE L.
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for i = 1, ..., n + 1.

Thus, if all the Yi are distinct, then R = (y 1, ..., Yn + 1) is a reference in X
and, by the Corollary, S; = (J R,i for i = 1, ..., n + 1, whence h is a (J-alternator
of I in G. It remains to be seen why no two of the Yi can coincide.

Suppose that at least two of the Yi coincide. Choose auxiliary points if
necessary to obtain distinct points Zb ..., Zn of X so that each Yi is a Zj' and
use the Corollary to obtain disjoint open neighborhoods Vb ..., Vn of
Zl' ... , Zn' respectively, and a sign s' E { -1,1} such that

n

s'D(p) ~ 0

Fix IE L sufficiently large that

for all pE n Vi'
i=l

for every i = 1, ..., n + 1,

Obviously, there exist ab"', an + 1 E R not all zero such that
,£7:11aiV(Yi,k) = O. By the third fact about R n in the Appendix, there exists
a YER~ {O} such that

a.=y(-1)iDR .
1 k"l

Thus, all the a i are non-zero and

sgn ai= sgn y(-1)i(JRk/,i

for i = 1, ..., n + 1.

for i = 1, ..., n + 1.

s( _1)is; III- hll = (f- h)(yJ = (f- h)(Yj)

= s( -l)jsj III- hll,

whence (-1)i s;=(-1)jsj, whence sgnai=sgna/ We have reached a
contradiction to Lemma 2.

2. Suppose first that some non-zero function go in G has n + 1 dis
tinct zeros X1""'Xn + 1 . Set R=(x 1"",Xn +1)' choose a function hEC(X)
with the properties

Ilhll = 1 and for i = 1, ..., n + 1,
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f=h(I- 1M).
Ilgull
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for i = 1, ..., n + 1 and lei",; 1

Then (-I)i aR,J(xJ=1 for i=I, ...,n+l, and therefore, by the de la
Vallee Poussin estimates,

On the other hand, for lei ",; 1,

I f-c~l",; IfI + Icl 1M= Ihlll-1M1 + lei Igol
Ilgoll Ilgoll Ilgoll Ilgoll

"';(I-1M)+ lei 1M= 1-(1-lcl)1M",; 1.
Ilgoll Ilgoll Ilgoll

Thus, d(f) = 1 and c(go/II goll) E P(f) for all lei ",; 1. Now,

(f-c II~:II) (xJ=(-I)i aR,i

shows that all the c(go/II goll), Icl ",; 1, are a-alternators for fin G. So much
for this half of 2.

In order to prove the other half of 2, we suppose that card Z(g)",; n for
all g E G - {O} and recall that this mcans just that any reference in X is
admissible. We commence with a

LEMMA. If g is any function in G and if R = (x 1, ... , Xn + 1) is a reference
in X such that

for i=I, ...,n+l,

then, for every i = 1, ..., n + 1 such that D R,i'F- 0, the fune tion (- 1hTR. i g is
non-negative in a neighborhood ofXi'

Proof Let g and R be as specified. Set

1= {iE {l, ..., n+ I}: DR,i#O}

and observe that

n+l n+l

0= L fJR,i g(xJ = - L IfJR,il Ig(xJI,

640/66/3-2

i=1 i=1
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Set

g(x;) =0 for all i E I.

J = {l, ..., n + 1} ~ I.

If J = ljJ then, by (*), g = 0, so that the conclusion of the lemma holds for
trivial reasons. Suppose therefore that J =1= ljJ, set

H = {h E G: h(x;) =0 for all iEI},

and fix i E I. By the implication "(a) = (c)" in the fact from linear algebra
in the Appendix,

dim H = n - card 1+ 1= card J.

For each j E J, define a function hj E G by
/"-..

hj(x)=det(v(xd, ..., v(xj ), ..., v(xn+1))x;=x,

where the subscript "Xi = x" indicates that the point Xi in the determinant
is to be replaced by the variable x E X. Since

if kE{l, ...,n+l}~{i,j},

ff k=~ jE~

if k=j,

the functions {hj : j E J} form a basis for H. By (*), g E H, i.e.,

for some cj E R.

Now, since

- ( -l)jU R,j Ig(x;) I= g(xj ) = cjhj(xj )

=cj ( -1)i+j +1 UR,i IDR,;!,

we have that

jEJ,

(-l)iUR 'U R .c.~O
,I . • J J for all jE J;

and by the Corollary, for each j E J there exists a neighborhood Uj of Xi

such that

for all x E Uj •
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Combining the last two sets of inequalities, we obtain that

(-1)i aR,ig(X)= L (-1)iaR,iCjhj(x) = L Ic) Ihj(x)I~O
jEJ jEJ
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for all x E nj E J Uj • The lemma is proved.

We now suppose that some fE C(X) ~ G has two a-alternators hI and h2

in G, say,

i = 1, ,.., n + 1, k = 1, 2,

for references Rk = (XI, b ..., Xn + I,k) in X and signs Sk E { -1, 1}. Set

k= 1, 2.

For any g E P(f),

Sk( -1raRk,;(hk - g )(Xi,k)

= Sk( -1 )i aRk,i(f- g)(Xi,k) - Sk( -1 raRk,Jf- hk)(Xi,k)

= Sk( -1 )i aRk"i(f- g)(Xi,k) - d(f):(; 0,

i = 1, ..., n + 1, k = 1, 2.

A first two-fold appeal to the lemma, once with hI - h2 on R I and once
with h2 - hI on R 2 , tells us that hI = h2 on XI U X 2 • Thus if
card(XI U X 2 ) ~ n + 1, hI = h2 , and we are done. Suppose therefore that
card(XI U X 2 ):(; n. Set

k= 1, 2.

Since

and

by the implication "(a) ~ (c)" in the fact from linear algebra III the
Appendix,

n - card(XI n X 2 ) + 1~ dim {h E G : h = 0 on XI n X 2 }

~ dim(HI + H 2 ) = dim HI + dim H 2 - dim(H I n H 2 )

= (n - card XI + 1) + (n - card X 2 + 1)

- (n - card(XI U X 2 ) + 1) = n - card(XI n X 2 ) + 1,
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dim{h E G: h =0 on Xl n X 2 } =n -card(Xl n X 2 ) + 1.

This implies first that Xl n X 2 =1= ¢J and then that the vectors {v(x) LExu, X2

are linearly dependent. By the implication "(a) => (d)" in the fact from
linear algebra in the Appendix, the latter is possible only if Xl = X 2 • Since
hI = h2 on Xl = X 2 , for any Xi,l E Xl and any X j ,2 E X 2 such that Xi, 1 = X j ,2'

whence

Now, a second two-fold appeal to the lemma tells us that

in a neighborhood of Xl = X 2 ,

and this, since not all points of Xl = X 2 are isolated points of X, because
G is an almost Chebyshev subspace of C(X), finally implies that hI = h2

also in this case.

3. Suppose that every function fE C(X) '" G has a unique (J- alter
nator gf in G and suppose that the selection S of the metric projection P
of G has been defined according to 3. Since P is upper semi-continuous, S
is continuous at all points of G. Suppose therefore that {fk hEN is a
sequence in C(X) '" G which converges to f E C(X) '" G. For every kEN, let
Rk = (Xl,k' ... , X n + l,k) be a reference in X and Sk E { -1, 1} a sign such that

for i = 1, ..., n + 1.

The sequence {Sfd kE N is a bounded sequence all of whose cluster points
lie in P(f). Let g be one of these cluster points. There exists a subnet
{SfkfLEL of the sequence {Sfk}kEN which converges to g and for which

• for each i = 1, ..., n + 1, there exists a point Xi E X such that
limlEL Xi,kf= Xi;

• for each i = 1, ..., n + 1, there exists a sign s; E { -1, 1} such that
(JRkf,i=S; for alllEL; and

• there exists a sign S E { -1, 1} such that Ski = S for all IE L.

Clearly,

for i = 1, ..., n + 1.
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Suppose that at least two of the Xi coincide. Choose auxiliary points if
necessary to obtain distinct points Zl' ..., Zn of X so that each Xi is a Zj' and
use the Corollary to obtain disjoint open neighborhoods U1 , ••• , Un of
Zl' ... , Zn' respectively, and a sign s' E { -1,1} such that

s'D(p) ~ 0

Fix IE L sufficiently large that

n

for all p E fI Ui •

i~ 1

for every i = 1, ..., n + 1,

By the Corollary, there exist disjoint open neighborhoods VI' ..., Vn + 1 of
Xl,kl' .•• , X n + 1.k" respectively, such that

forevery i=1, ...,n+1,s;D(p)~O
/'..

forall pE VI X ... X ViX ... X Vn + 1

and

for every i = 1, ..., n + 1,

Use the implication "(a) = (c')" in Lemma 1 to obtain points x;* E Vi'
i = 1, ..., n+ 1, such that G I{xt , ...,X; +d is n-dimensional and satisfies the
Haar condition, and set R* = (xt, ..., x;+ d. Obviously, there exist
IX1, ...,IXn+1ER not all zero such that L:7":;/IX iV(X;*)=O. By the third fact
about R n in the Appendix, there exists ayE R '" {O} such that

IX i=y(-1)iDR',i

Thus, all the IX i are non-zero and

sgn IXi=sgn y( -1)i(JR',i

Now, by our choice of VI' ..., Vn +1,

(JR"= (JR ·=s',1 krZ I

for i = 1, ..., n + 1.

for i= 1, ... , n+ 1.

for i = 1, ..., n + 1,

and therefore, if x,*, xf E Uk> then Xi =xj , whence

S(-1)iS; Ilf-hl! = (f-h)(x;) = (f-h)(xj)

=s(-1)jsj Ilf-hl!,

whence ( -1rs; = ( -1)jsj, whence sgn IXi = sgn IX/ We have reached a con
tradiction to Lemma 2. This shows that no two of the Xi coincide. Thus
R=(x1 , ...,Xn + 1 ) is a reference in X and, by the Corollary, (JR,i=S; for
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i = 1, ..., n + 1, whence g = Sf This shows that limk E N Sfk = Sf and we are
done.

Remarks. 1. The Theorem, of course, characterizes the values of the
unique continuous selection in Blatter's theorem as unique IT-alternators,
just as the alternation theorem characterizes unique best approximations as
unique alternators. We call attention to the fact, however, that our proof
of the Theorem also provides a new and simpler proof of the difficult half
of Blatter's theorem; that we were working on such a proof was announced
in [1].

2. We note that the function f used in the first part of the proof of
2 is just the function Haar used in the proof of his theorem.

3. Simple examples show that the IT-alternators in 1 cannot always be
taken on admissible references. Here is one: Set X = [ -1, 1], define
gj E C(X) by

Ixl:::;; 1,

and set G = span{g j}. Then G is a 1-dimensional weakly interpolating
almost Chebyshev subspace of C(X), the function fE C(X) "" G defined by

f(x) =x, Ixl:::;; 1,

has 0 for its only best approximation in G, and the only reference on which
f IT-alternates is the non-admissible reference R = (-1, 1).

4. A. J. Lazar, P. D. Morris, and D. E. Wulbert [8] proved the
following

THEOREM. If G is 1-dimensional, its metric projection has a continuous
selection iff

(i) card bdry Z(g d:::;; 1 (bdry = boundary of); and

(ii) ifbdry Z(gd= {x}, then one ofgj and -gj is non-negative in a
neighborhood ofx.

In order to prove the sufficiency part of their theorem, Lazar, Morris,
and Wulbert set

H= {gIX""intZ(gd :gEG}

and observe that, given a continuous selection S' of the metric projection
of C(X"" int Z(gj» onto H, the mapping S: C(X) --> G defined by

Sf(x) = {~'(fl X"" int Z(gd)(x) if xEX""intZ(gd,
fE C(X),

if xEintZ(gd,
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is a continuous selection of the metric projection of G; they then set out to
construct such an Sf. Now, it is obvious that H is a I-dimensional weakly
interpolating almost Chebyshev subspace of C(X",int Z(gd) with the
property that card Z(h) :::; 1 for all hE H", {O}, and therefore, by our
Theorem, the metric projection of H has a unique continuous selection,
namely, the mapping which leaves the elements of H fixed and sends each
element of C(X '" int Z(g1)) '" H onto its unique a-alternator in H. Thus, the
Lazar-Morris-Wulbert selection may be obtained via unique a-alternators.

5. M. Sommer [10, 11J, in his approach to a-alternators, uses,
among others, as a crucial condition on G that it be Haar on the comple
ment of some finite subset of X. We remark in passing that J. Blatter [1],
in his extension of Mairhuber's theorem, has provided examples of G's
which admit unique a-alternatores but do not satisfy this condition.

3. CALCULATING UNIQUE CONTINUOUS SELECTIONS

For this section we assume that G is a weakly interpolating almost
Chebyshev subspace of C(X) with the property that any non-zero function
in G has at most n distinct zeros, and that f is a fixed function in C(X)
which does not belong to G. We want to design an iterative algorithm
which calculates the value at f of the unique continuous selection of the
metric projection of G, that is to say, the unique a-alternator of fin G.

The basic process in this algorithm is that of solving systems of linear
equations with a matrix

R = (x 1> ••• , X n + 1) a reference in X. The Laplace development of det M R by
the last column is

n+l
detM = " (_I)n+l+i(_l)ia D.R 1... R,! R,l

i=1

Since aR,iD R,i ~ 0 for all i, and since D R,d= 0 for some i, it follows that

( _1)n + 1 det M R > 0;

i.e., we are dealing with non-singular systems. Exactly which systems we are
solving, and why, is explained in

ApPROXIMATION ON A REFERENCE. Let R = (x l' ..., X n + 1) be a reference
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in X with the property that dR(f) > 0 (since dim(G + Rf) = n + 1, such
references exist!). Then the solution (c R, 1, ... , CR,n + 1) ERn + 1 of the system

has the properties

(1) the function gR=L7~1 cR,igi is a a-alternator on R off in G;

(2) the modulus dR= IcR,n+ d is the distance on R off to G; and

(3) the sign sR= sgn CR,n + 1 satisfies the identity

n+l
sRdR= L IlR,J(X;).

i~ 1

Proof By the definitions involved,

(f- gR)(X;) = (_1)i a R,iCR,n+ 1 for i = 1, ..., n + 1.

This shows first that cR,n+l #0 (dR(f»O!), and then that gR is a
a-alternator on R of fin G. Thus, by the de la Vallee Poussin estimates,
gREPR(f), and therefore dR= Ilf-gRilR = dR(f)· Finally,

n+l n+l n+l
L IlR,J(X;)= L IlR,i(f-gR)(X;)=sRdR L (-1)i aR,iIlR,i=sRdR.
i=1 i=1 i~ 1

The key device in our algorithm is an exchange procedure E which
assigns to each pair (R, x) in the set

~ = {(R, x) : R is a reference in X with the property that
dR(f) > 0, and x is a poi';1t in X with the property that
1(f-gR)(x)1 >dR; so that, in particular, the point x does not
belong to the reference R}

an exchange reference E(R, x) in X, namely, the reference R with one of its
points exchanged for x; the exchange index e(R, x), that is to say, the index
of the point of R to be exchanged for x, is given by

THE EXCHANGE RULE. Let (R=(Xl, ...,xn+d,x)E~ and set
s = sgn(f- g R)(X). Then there exists a unique index m = e(R, x) in
{1, ..., n + 1} with the property that, if the reference R' = (Xl, ..., x~ + d =
E(R, x) in X is defined by

if i=m

if i E {1, ..., n+ 1} ~ {m},
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then, for some s' E { -1, I},

S'( -1)iO"R' i(f- gR)(X;) > 0

or, equivalently (note that 0" R',m = 0" R,m!),

for i= 1, "', n+ 1, (1)

for if: {1, ... , n+ I} ~ {m}; (1' )

this index m and the associated reference R' have the additional properties
that, if(VR,l, .." vR,n+dERn+l is the solution of the system

which is to say that

C= transpose of),

n+l
L VR,iV(XJ=SSRV(X)
;=1

then

and
n+ 1

L (-I)iO"R,i vR,i=l,
i=l

fiR,m_' f{fiR'i" {I I} d(-I)i o}'-tn . IE , ,.. , n + an O"R,iVR,i>,
VR,m VR,i

(2)

( l)m fiR,m
fi R' m = - 0" R m --• • VR,m

for

and

iE{I, ...,n+l}~{m};

(3)

(4 )

Proof Unicity, Suppose that two distinct indices m1 and m2 have the
required property (1'), and denote by R; and R; the respective new references.
Then, by (1'),

and

whence
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whereas, by the definitions involved,

Existence. By the Corollary, by what we have seen in approximation on
a reference, and by the de la Vallee Poussin estimates, there exist disjoint
neighborhoods Ul> .., Un + 1 and U of Xl> ..., x n + 1 and x, respectively, with
the properties

(J is constant on the product of any n of Uj, ..., Un+ 1 and U; (5)

for any reference RefE U1 x ... XUn+ 1 and for any point yE U,

(6)

Comparing this choice of Ul' ... , Un + 1 and U with condition (1'), we
see that if the exchange index map e is to exist, we must have
e(Ref,y)=e(R,x) for all pairs (Ref,y) with~RefEU1X'" xUn + 1 and
y E U. We use a special such pair to construct e(R, x). By the implication
"(a)=(c')" in Lemma 1, there exist xt, ...,X~+l and x* in Uj,,,,,Un+ 1
and U, respectively, such that the restriction of G to {x t , ..., x~+ 1} U {x*} is
n-dimensional and satisfies the Haar condition. We set R* = (xt, ..., X~+l)
and we denote by (v R*, 1, ..., VR*,n + 1) ERn + 1 the solution of the system

is non-empty. We choose an index mEl with the property that

JiR*,m . f {JiR*,i . I}--=In --:IE ,
VR*,m VR*,i

we define a reference R*' = (xt', ..., x~~d in X by

*,_ {x*
Xi - *

Xi

and we claim that

if i=m

if iE{I, ...,n+1}-{m},

(J R*',i = ssR*( _1)m (J R*,m(J R*,i for iE{l, ...,n+1}-{m}. (7)
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In order to prove this claim, we set
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,( 1)11'1 ( fJR*,m )rxi=SSR* - (J'R*m fJR*i---VR*i
, , vR*,m '

Then

n+l

L C<,v(x!,t)
1=1

and

(8)

for i E {1, ..., n+ 1} ,..., {m},

(
fJR*,m ) ( *)X fJR*,i--- VR*,i V Xi
VR*,m

n+l

( 1)11'1 fJR*,m (*)" (= - (J'R*,m --v X + L.... SSR*
VR*,m j=1

(
fJR*,m ) ( *)X fJR*,i--- VR*,i V X j

VR*,m

1)11'1 jJR*,m ( *)
(J'R*,m,--VR*,i V Xi

VR*,m

(9)

From observation of the fact that (_l)i(J'R*,i,uR*,i > 0 for i = 1, ..., n + 1, it
follows from the definition of I and the choice afm that

for iE{1, ...,n+1}""'{m}. (10)

Using (10), we obtain from (8) that

n+l, ,ufl,*,m n+l i ( fJ.R*,m )L: Irx il=--+ L: (-l)uR*i ,uR*i -,-VR",i
i= 1 VR",m i= 1 "V R*,m

i;6m

n+1 ( )ItR*,m l ,uR*,m=--+ 2: (-1) (J'R*,i f.lR*,i--'-,,-VR*,i' =1.
VR*.m i=1 VR",m

(11)
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Combining (9) and (11) with the third fact about Rn in the Appendix, we
see that there exists ayE {-1, 1} such that

IlR*',i=ylX i for i = 1, ..., n + 1. (12)

Since (_1)i 0" R*',illR*',i >°for i = 1, 00" n + 1 (and since 0" R*',m = a R*,m!),
(12) and (8) imply that y = 1, and then (12) and (10) imply (7). Now
observe that (7), (6), and (5) imply (1').

Additional properties. By the definitions involved,

(_1)m DR',m (_1)m DR,m Idet MRI
IlR',m= IdetMR,1 = IdetMR,1 = IdetMR,1 IlR,m'

and, using the fact that V(X) =SSR L7:/ VR,iV(XJ,

(_1)i ( D (1)m+i+l D )
Il R' i = Id MIsSR VRm R i+ - VR i Rm, et R' " , ,

(13)

for iE{1,oo.,n+1}~{m}.

(14)

Combining (13) and (14) with (I'), we see that

n+l

1= L: (-1)iO"R',iIlR',i
i~ 1

(15)

Now, (15) implies immediately that (_1)m aR,m VR,m > 0, which is the first
part of (2); plugging (15) into (13) and (14) gives (3); by (3) and (1'),

0~(-1)iO"R'iIlR'i=(-1)iO"Ri(J1Ri-IlR,mVRi) for i=1,oo.,n+1,
" "v'R,m

and this trivially implies the second part of (2); finally, by (1'),

for i = 1, ..., n + 1,

whence, by the de la Vallee Poussin estimates,

and
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and it follows, by what we have seen in approximation on a reference and
by (3), that

n+1 n+1
dR,(f)=dR'=SR' L IlR',J(X;)=SR' L IlR',i(f-gR)(x;)

i=1 i=1

n+1
= L (-1hT R',iIlR',il(f-gR)(x;)1

i=1

and this is (4).

As to be expected, our algorithm commences with a discretization of our
original problem. This discretization is solved by

THE DISCRETE ALGORITHM. Let Y be a finite subset of X, and let R I be
a reference in Y with the property that dRj(f) > O. Then the algorithm

1. Set R= R I.

2. Calculate gR' dR' and SR'

3. Calculate a point y E Y with the property that
I(f- gR)(y)1 = Ilf- gR11 y, and set s = sgn(f- gR)(Y)'

4. Exhibit R, gR' dR SR' Y, 1(f-gR)(Y)I, and s.

5. If 1(f-gR)(y)1 >dR, calculate e(R, y) according to the exchange
rule, set R = E(R, y), and go to step 2.

6. IfI(f-gR)(y)l=dR, stop.

is finite, i.e., reaches step 6; it is obvious that when the algorithm reaches step
6, then g R is a a-alternator on Y offin G.

Proof Suppose that the discrete algorithm is not finite. It then exhibits,
upon executing step 4, a sequence (R I , yd, (R 2 , Yl), '" of pairs such that
for)= 1, 2, ...

• R j = (YI,j, ..., Yn+l,j) is a reference in Y with the property that

dRj(f) > 0;

• Yj is a point in Y with the property that 1(f - g R)(Yj)1 > dRj;and

• R j + I = E(Rj , Yj)'

Since Y is finite,

for some 1~)I <)2'
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Since, by (4) of the exchange rule,

dRh(f) ~ dRh+I(f) ~ ... ~ dRjz(f),

it follows that all these numbers are equal to some d. Set

and set

By the Corollary, by what we have seen in approximation on a reference,
and by the de la Vallee Poussin estimates, for each jl ~j ~j2 there exist
disjoint neighborhoods Vl,j, ..., Vn+l,j and Vj of Yl,j' ..., Yn+l,j and Yj'
respectively, with the properties

• (J is constant on the product of any n of Vl,j, ..., Vn+ l,j and Vj ; and

• for any reference Ref E Vl,j x ... X Vn+ l,j and for any point Y E Vj,
O<dRer(f)<~(d+r), SRef=SRj , and I(f-gRef)(y)1 >~(d+r), whence, by
the exchange rule, e(Ref, y) = e(Rj , yJ.

Set

{Xl' ..., X N } = U {Yl,j, ..., Yn+l,j} U {Yj},
h~j~i2

define a function cp: {I, ..., n + I} X{jl' ..., j2} -+ {I, ..., N} by

then cp(i, j) = k,

define a function t/J: {jl' ..., j2} -+ {I, ..., N} by

then t/J(j) = k,

and choose disjoint neighborhoods U1l ... , UN of X1l ..., XN' respectively,
such that

Vi,j C Uk whenever cp( i, j) = k and Vj C Uk whenever t/J(j) = k.

By the implication "(a) = (c')" in Lemma 1, there exist x~, ..., x~ in
Ull ... , UN' respectively, such that G I {x~, ..., x~} is n-dimensional and
satisfies the Haar condition. Set

It is clear, then, that
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Since f1 R~ e(R~ x* . ) :;6 0 for j 1 ";;j ~j2' it follows, by (4) ofthe exchange rule,
J ' J' >frU)

that

whence, in particular,

We have reached a contradiction.

THE ALGORITHM. Let Y 1 be afinite subset ofX and let R1 be a reference
in Yr with the property that dR1(f) > 0, Then the algorithm

1. Set Y= Y l and R=R1 •

2. Calculate gR' dR' and SR'

3. Calculate a point x E Y with the property that
1(f-gR)(X)1 = Ilf-gRily.

4. If 1(f-gR)(x)l>dR, calculate e(R, x) according to the exchange
rule, set R = E(R, x), and go to step 2.

5. If l(f~ gR)(x)1 = dR, calculate a point XE X with the property that
1(f-gR)(x)1 = Ilf-gRII and set s=sgn(f-gR)(x),

6. Exhibit Y, R, gR' dR' SR, x, l(f-gR)(x)l, and s.

7. If l(f-gR)(x)l>dR, calculate e(R, x) according to the exchange
rule, set R=E(R,x), set Y= Yu {x}, and go to step 2.

8. {fl(f-gR)(X)1 =dR, stop.

either is finite, i.e., reaches step 8, or else is not; in the former case, it is
obvious that when the algorithm reaches step 8, then gR is the a-alternator
of f in G; in the latter case, the algorithm produces a sequence offunctions
in G which converges to the (i-alternator offin G.

Proof Suppose that the algorithm is not finite. As we have seen in the
discrete algorithm, it then exhibits, upon executing step 6, an increasing
sequence {Yd ke N of finite subsets of X such that dim(GIYd = n, and for
each Yk a reference R k = (x 1,k1 ..., x n + l.k) in Yk with the property that gRk
is a (i-alternator on Yk of f in G. By the de la Vallee Poussin estimates,
gRk E Pyk(f) for k = 1, 2, ,.., andthus, by the second discretization lemma in
the Appendix, the sequence {dYk(f)} kE N converges to d(f), and the
sequence {gRk} kEN is a bounded sequence. all of whose cluster points lie in
P(f). Let g be one of these cluster points. There. exists a subnet {gRk/} I E L

of the sequence {gRkhEN which converges tog and for which

• for each i = 1, ..., n + 1, there exists a point Xi E X such that
lim lEL Xi,k/ = Xi;
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l for each i= 1, . . . . IZ + 1, there exists a sign S,E (-1, l} such that 
rrRk,,i = si for all I E L; and 

l there exists a sign s E ( - 1, 1 } such that sRk = s for all ZE L. i 
Clearly, 

(f- g)(xi) = f’:‘: (f- gRk,)(Xi,k~l = s( - l Jisi Ilf- gll for i= 1, . . . . y1+ 1. 

Just as in the final paragraph of the proof of 3 in the Theorem, one sees 
that no two of the xi coincide. Thus, R = (xi, . . . . x, + i) is a reference in X 
and, by the Corollary, G~,~= si for i = 1, . . . . II + 1, whence g is the 
a-alternator offin G. This shows that the sequence (gRk}kE N converges to 
the o-alternator offin G, and we are done. 

Remarks. 1. If, in the situation of the exchange rule, all the pR,,i are 
non-zero, then the form of the pR,,i given in (3) shows that condition (2) 
actually characterizes the exchange index m, i.e., the inf in (2) is attained 
only at m; this, unfortunately, is not true in general, not even if all of the 
bR,i are non-zero. 

2. The a-alternators on finite subsets of X of f in G which we 
calculate in the discrete algorithm are actually unique: repeat, verbatim, 
our proof of the corresponding part of the Theorem. 

3. There is a very short, very elegant, but highly non-algorithmic 
proof for the existence of o-alternators on finite subsets of X offin G: use 
the implication “(a) 3 (c’),’ in Lemma 1. 

APPENDIX 

THREE FACTS ABOUT R”. 1. Given a non-empty subset A of R”, 

0 E int conv(A) (conv = convex hull of) 

iff there exist N 2 n + 1 distinct points a,, . . . . anE A which span R” and 
positive real numbers aI, . . . . a,,, such that Cy= 1 cliai = 0. 

2. Given N 2 n + 1 distinct points a,, . . . . aNE R” which span R” and 
positive real numbers c1,, . . . . an such that Cy= 1 cliai= 0, then any N points 
b 1, . . . . bN sufficiently close to aI, . . . . aN, respectively, are also distinct and 
span R” and have the property that CjY”=, Bibi= 0 for some positive real 
numbers PI, . . . . PN. 

3. Given n + 1 distinct points a,, . . . . a,, , E R” which span R” and real 
numbers a,, . . . . CI, + 1 not all zero such that cr=‘: aiai= 0, there exists a 
yeR- (0) such that 

a,=y(-l)‘det(a,, . . . . $:, . . . . a,,,) for i= 1, . . . . n+ 1. 
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Proof 1. Suppose first that 0 E int conv(d). Let b,, . . . . b, be a basis for 
R” and let E > 0 be small enough that Ebl, . . . . Eb,, -E Cy= 1 bj E conv(A ). 
Obviously, 

& jI EbY+j&(-8~l ‘i>=‘. 
J-1 

Now write ebr, . . . . .zb,*, --E Cy= 1 bi as convex combinations of elements of 
A to obtain the desired a,, . . . . aN and CI~, . . . . aN. 

Now suppose that N 2 n + 1 distinct points a,, . . . . aN E A span R” an 
have the property that Cy!, cc,a, =0 for some positive real numbers 
Xl* . ..) CiN. Since a,, . . . . aN span R”, the linear map 

R”+R” 

(PI, -., BN) t-+ 2 Biai 

. i=l 

is onto and thus open. Now observe that 

(P~,...,~N)ER~:P~,...,P ,>Qand 2 Bi<l\ 
i= 1 J 

is an open subset of RN whose image under this map contains 0 and is 
contained in conv(A). 

2. We may and shall assume that a,, . . . . a, are linearly independent. 
Then for any b,, . . . . bNe R” sufficiently close to aI, ..-, aN, respectively, 
b 19 . ..f b, are also linearly independent, and the solution (PI 5 ..~, Bn) E 
the system 

,C, bibi= - ; a,bi 
i=n+l 

has the property that PI, . . . . Pn > 0. 
3. Again we may and shall assume that a,, . . . . a,, are linearly inde- 

pendent, Then, since (a,, . . . . a,) E R II is the solution of the system 

a,, , # 0 and, by Cramer’s rule, 

cLi = 
-u,+I(-l)n+idet(a, ,..,, $ ,..., a,,,) 

det(a,, . . . . a,) 
for i = 1, . . . . n, 

640/66!3-3 
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so that 
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(-lY+l%+l 
’ = det(a,, . . . . a,) ’ 

A FACT FROM LINEAR ALGEBRA. Consider these conditions on G. 

(a) cardZ(g)dnfor every geG- (0). 
(b) For any distinct points x1, . . . . x,, 1 EX, det(v(x,), . . . . G, . ..) 

v(x,+l))#Ofor some iE (1, . . . . n+ 1). 
(c) For any 1 <m <n distinct points x1, . . . . x, E X, 

dim{gEG:g(xl)= ... =g(x,)=O} 

n-m if 4x,), ..., v(x,) are linearly independent = 
1 n-m+1 otherwise. 

(d) For any 1~ m < n distinct points x1, . . . . x, E X, tfCy= 1 a,v(x,) = 0 
for some ccl, . . . . CI, E R - {0}, then any non-empty proper subfamily of 

{v(xi)>i=l,...,m is linearly independent. 

Then (a) is equivalent to (b), (b) pl’ tm zes c , and (c) is equivalent to (d). ( ) 

Proof (a) o (b). This follows immediately from the observation that 
for any distinct x1, . . . . x, + 1 E X and any g = x7= 1 ci gj E G, 

g(x1)= ... =g(xn+1)=0 iff i cigi(xi) =0 for j= 1, . . . . n + 1. 
i=l 

(b)*(c). If x1, . . . . x, E X are distinct, and if g = XI= 1 ci gi E G, then 

g(x1)= ... =g(x,) = 0 iff i cigi(xj)=O for j=l,...,m 
i=l 

and 

rank(v(x,), . . . . v(x,)) Z m - 1 

(the rank condition is obvious if card X= n; if card X3 n + 1, choose 
distinct x, + r, . . . . x, + I E X- {xi, . . . . x,} and note that (b) says just that 
rank(v(x,), . . . . v(x,+ 1)) = n). 

(c) =z= (d). First note that (d) holds for trivial reasons if m = 1. Now, 
let 2 d m d n and let CT= I E~v(x~) = 0 for some distinct x1, . . . . x, E X and 
some q, . . . . CI,ERN (0). For iE (1, . . . . m}, 

V(Xi) = - -g 2 V(Xj), 
;=,: ‘i 
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whence 

rank(v(x,), . . . . $) , , . . . . GL)) = raWu(x,), . . . . +,I), 

and the latter rank, by (c), is m - 1. 
(d) * (c). First note that (c) holds for trivial reasons if m = 1. Now, 

let 2 d m d IZ and let x1, . . . . x, E X be such that ZI(X~), . . . . 0(x,) are linearly 
dependent. Part (d) implies that there is exactly one non-empty subset I of 
(1, . . . . m} with the property that CiE,~jv(xi) = 0 for some non-zero real 
numbers CC,, i E I: Were there two distinct such sets, say, 

then 

C “i,l”(xi)=o= C ai,*u(Xj), 
ic I, ic 12 

a!5 C ai,lu(x,)+~ .C cli,*U(Xi)=O 
is II I E 12 

for every E > 0; and for E sufficiently small, 

so that sai, I + (l/~)a,,~ # 0 for every i E I, n 12. This shows that I is indeed 
unique, and then it is clear that for each i E I, the vectors 

{U(Xj))jE {l,...,m}- {i} 

are linearly independent. 

THE UNIFORMITY OF X. The set 

% = ( U : U is a neighborhood of A2 in X2 > 

is the unique compatible uniformity of X, in the sense that for every x E X 
the set 

{ U[x] : UE%] 

is the neighborhood filter of x; here 

U[x]={yd:(x,y)d) for every U E u%! and every x E X. 

This can be found, for example, in J. L. Kelley [7]. All other uniform 
notions employed in the present paper can also be found there, with the 
exception of the following. 
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For U E 4?!, a subset Y of X is a U-net in X if 

x= u mJ1. 
YEY 

By compactness, for every U E %, there exists a finite U-net in X. 
For a non-empty equicontinuous subset F of C(X), the joint modulus of 

continuity of F is the function defined by 

QE U)=sup{sup{If(x)-f(u)l :(x, Y)EUI :feFF), UE%. 

By uniform continuity, if %JL is directed by 

u<v if U3 V, 

then, for every non-empty equicontinuous subset F of C(X), the net 
VW? wu,* converges to zero, in symbols, 

lim Q(c U) = 0. 
cJE”Ic 

The following two discretization lemmas are adaptations of results of 
E. W. Cheney [2]. 

THE FIRST DISCRETIZATION LEMMA. Let fe C(X)-G, let {U,},,, be a 
sequence in 92 such that 

Q(f, g,,...,g,; U,)< l/k for k= LA..., 

and for each k E N, let Yk be a finite U,-net in X and h, E PYk(f ). 
Then the sequence { dYk( f )},, N converges to d( f ), and the sequence 

kdkciv is uniformly bounded on X and all of its cluster points belong 
to P(f). 

ProojI Since G + Rf is an (n + 1)-dimensional subspace of C(X), 

y=SUp ICI + 5 ICil 1 Cf+ i Cigi 
i II II 1 

61 <co. 
i=l i= 1 

Fix k E N such that k > y, and fix g = I:= 1 ci gi E G. Choose x E X such that 
I(f-g)(x)l= ilf-gll and choose ye Y, such that 

su~iIf(x)--f(~)I, Iglb-g,(y)l, ...> Ig,b-gn(y)l> G l/k. 

Then 
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G llf-gll = lu---g)(x)1 G I(f-g)(x)- (.f-g)(Y)l + IV-gxY)l 

,< lf(x>-f(Y)I + f lcil Igi(x)-gi(YIl + i(f-gIt.Y)l 
i=i 

It follows that 

and with this that 

This shows that if k > y, then 

a-) d lif- hll d ( &-) 1 f IV- Ml Yk = 

Y <(l+--- 
k-y 

d(f) kgm d(f), 

whence (d,(f)),,, and (Ilf-/~~)~~~ converge to d(f). This does it. 

THE SECOXI DISCRETIZATION LEMMA. Let ffC(X)-G, let 
Y, c Yz c . . . be an ~~zc~eas~~g sequence o~,~~ite ~~k~et~ of X suck fkaf 
dim(G / Y, ) = n, and for each k E N, let kk E P Yk( f) and yk E Y, + i be suck 
that 

for some constant /? > 0. 
Then the sequence { dYk(f) > k E N converges (monotonically!) to d(f), and 

the sequence {k,),,, is uniformly bounded on X and all of its cluster points 
belong to P(f). 

Proq;t Since dim(G/ Y,) = n, 

Y=suP(I/gl!: lkllY,~+-~ 
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If g E G is such that 1 g:I > 27 I.fl:. then for every h-~ N. 

I f-g I uA 3 IV-xii )‘I 3 I 1511 y, - I./11 ?, 2 .Igl ,, - / .I‘I 

2: Ilgli - I.f“l >2 1.1” !Ifi = 1.1‘11 “I i 

and therefore g 4 P yA(J). This shows that the scquencc {h,., c, is 
uniformly bounded on X. Let h bc a cluster point of {h, i k E- u in G. say: 
h = lim ,Ex hk,, and set r=lim,. , d,.;(j‘). Then 

r d d(.f) d If’- hll < :!.f‘- h,, I t .h,! - h 

<; (I(.I‘-~,,)(.Vk,)l - d,,;(f)) + &(J’) + Ihy -4 
I’ 

1 
G- (l(.Fh> ,NYk!)l + 

B 
1) 

I 
Gj(d,.“i,, (1’) + Ilh,. , - A,! I - 4J./N + d,.,!(f) 

+Ih-hl,: r. 

whence r = d(J) and h E P(f). We are done. 
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